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Abstract 

Digital filters are mainly used in signal processing and communication systems. Soft errors 

are major threats of the modern communication system. Now a day’s complexity of 

communication and signal processing increases day by day. So reliability of the system is 

critical and fault tolerance technique is needed. In parallel FFT protection using ECC and 

parseval check can be used for error detection and correction. In this project is to reduce the 

entire area of the fault tolerant system by using pipelined method. In pipelined FFT consist of 

two butterfly structure. Each stage is replaced by a single butterfly structure. Experimental 

results show that proposed technique reduces the area and delay of the system. This project is 

mainly focused on the area of the system. Proposed technique is more efficient and reduces 

the complexity of the entire system. 

 

Index Terms: FFT, ECC, Pipelining, Parallel, Soft errors 

 

INTRODUCTION 

Soft error is a major threat of modern 

electronic circuit. Soft error is a signal or 

datum which is wrong but it is not 

assumed to imply such a mistake or 

breakage [7]. Due to this soft error, 

communication can be interrupted. In 

order to reduce this, fault tolerance can be 

needed. Soft error can change the logical 

value of the system that makes temporary 

error in the entire systems. Redundancy 

check can be used for detecting the error. 

The technique is very complex. There are 

different techniques are used for fault 

tolerance technique. This system can 

reduce the entire overhead of the system. 

Error tolerance is a method of detecting 

and correcting errors in the entire system 

by parallel fault tolerant method [3]. This 

technique is mainly used for protecting 

FFT and it is mainly used parallel filter 

because complex system contains parallel 

filters. Mainly used technique is called 

algorithm based fault tolerance for error 

correction and detection. Different 

techniques can be used for protecting 

parallel filter in which each filter in a bit is 

equivalent to a traditional ECC. The other 

improved protection for FFT is combining 

the use of error correction code and 

parseval check. Mainly there are three 

techniques can be used for mitigation of 

soft errors. 

 

1. Evaluation of Error Correction Code 

2. Based on the use of parsevel check 

combine with FFT 

3. ECC combines with parseval check 

 

The above three techniques are mainly 

used for parallel FFT correction and 

detection. First method is checking the 

error by using hamming code followed and 

it is based on parseval theorem. Then the 

third technique is combination of these    is 

two techniques. This technique can be 

used for operations, in which the output of 

the sum of several inputs is the sum of the 

individual outputs. This is true for any 

linear operation as, for example, the 

discrete Fourier transforms. These 

techniques need large area, power and 
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need more components.  Thus pipelined 

FFT reduce the area and delay of the entire 

system, 

RELATED WORKS 

PARALLEL FFT PROTECTION 

USING ECC 

The system has four original FFT and 

three temporary  modules as shown in fig 

1 .The error in this system can be removed 

by temporary modules represent in the 

system.  

 

 
Fig: 1. Parallel FFT Protection Using ECC. 

 

This technique is used for protecting the 

FFT independently. In this system which 

uses hamming code for finding the error. 

The first redundant module „x5‟ is the 

linear combination of the original module 

„x1‟,‟x2‟,‟x3‟.so we can write 

.                             (1) 

And the output of the redundant module 

„Z5‟is also the linear combination of the 

original module „Z1‟,‟Z2‟,‟Z3‟. 

. 

 In this way the second redundant module 

„x6‟ is the linear combination of the 

original module „x1‟,‟x2‟,‟x4‟.Thus it can 

write  

                              (2) 

And the output of the redundant module 

„Z5‟is also the linear combination of the 

original module „Z1‟,‟Z2‟,‟Z4‟. 

So . 

The third redundant module „x7‟ is the 

linear combination of the original module 

„x1‟,‟x3‟,‟x4‟.so we can write  

                              (3) 

And the output of the redundant module 

„Z5‟, is also the linear combination of the 

original module „Z1‟,‟Z3‟,‟Z4‟. 

So  

Here, used adder for adding the three 

original module and compare the output 

added value with first redundant module 

and this will be denoted as c1 check. The 

same technique applied to the other three 

redundant modules and it is denoted as c2 



 

 
 

 

10 Page 8-17 © MAT Journals 2018. All Rights Reserved 
 

Journal of Signal Processing  

Volume 4 Issue 3  

and c3 check. Using this c1, c2 and c3 we 

can easily find the error bit position. This 

pattern summarized in the table 1.In this 

way we can detecting the error in FFT.

Table: 1. Error Table 
c1 c2 c3 ERROR BIT POSITION 

000 NO ERROR 

111 Z1 

110 Z2 

101 Z3 

011 Z4 

 

The error is finding in first module ie (Z1) 

this can be done as follows. 

 ie subtracting the 

redundant module from the original 

module . 

Similarly if the error in the second module 

,third module and fourth module can be 

done as follows 

 

 

 
The demerit is to need additional FFT for 

single correction and detection. This 

increase the complexity of the circuit. 

 

PARITY-SOS-FAULT TOLERANT 

FFT 

This technique is based on parseval 

theorem.Parseval theoem state that sum of 

squares of input of FFT is equal to the sum 

of squares of  output of FFT. This method 

is used for detecting and correcting the 

FFT. In error free FFT the output sum 

square is equal to the input sum 

square.Multiple error correction and 

detection can done by using this method. 

 

Here the input of the FFT is given to 

parseval check and it check the sum of 

squares of input and output. If the input 

and output square is equal there is no error. 

This check can be determined by 

„P1‟,‟P2‟,‟P3‟,‟P4‟.When the error is 

detected, the output of the parity FFT can 

be the redundant FFT is added to the sum 

of input of the original FFT.
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Fig: 2. Parity SOS Fault Tolerant 

For example if the error is detecting in P1. 

The error can be corrected using the 

equation  

 
If the error is detecting in P2. The error 

can be corrected using equation 

 
If the error is detecting in P3. The error 

can be corrected using equation 

 
If the error is detecting in P4. The error 

can be corrected using equation 

 

The combination of parity FFT and SOS 

check reduce the number of FFT by just 

one. And it increasing the accuracy of 

detecting error. 

 

PARITY SOS-ECC-FAULT 

TOLERANT PARALLEL FFT 

This method is the combination of ECC 

and the Parseval check as shown in fig 3. 

In this method, ECC for SOS is used. The 

additional parity FFT is used for detecting 

and correcting error. 
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Fig: 3. Parity SOS-ECC 

 

Here the linear combination of the input 

FFT   and output of the FFT is given to the 

parseval check, and it checks the equality 

of input sum square sum and output sum 

square. If there is error detected, it can be 

corrected using parity FFT. The error 

location can be detected using error table 

as same as that of the first technique. 

 

Thus soft error can added the element for 

protection. In parity FFT, the error will not 

propagate to the data output and will not 

trigger any correction. In SOS check the 

error will trigger correction, if there is no 

error on FFT. So it will produce corrected 

result. The final observation is that ECC 

detect all the error that exceed a given 

threshold but SOS doesn‟t detect all the 

error. So the accuracy of this above three 

technique is not much guaranteed and also 

there is chance of large overhead. 

 

PROPOSED SYSTEM 

BUTTERFLY 1 STRUCTURE 

Fig 4 (a) shows the Butterfly I structure, it 

consists of two inputs Ar, Ai and a control 

signal C1. There are two feedback register 

for storing subtracted value. Here, these 

two input comes from the FFT input data. 

The output data Br, Bi goes to the next 

stage which is normally the Butterfly II. 

The control signal C1 has two cases   when   

C1=0, multiplexers direct the input data to 

the feedback registers. The other case is 

when   C1=1 the multiplexers select the 

output of the adders and subtracters. Here 

used D flip flop for stores the values. 

 

The process of the Butterfly I is start when 

C1=0, then it store the first input in to the 

feedback register followed by C1=1, then 

it select added or subtracted value .The 

subtracted values are Dr and Di stores in 

the D flip-flop. The result of the butterfly 

is Br, Bi, Dr, Di. Br, Bi fed to the output 

result of the Butterfly I the other result Dr, 

Di goes to the feedback registers.  

 

BUTTERFLY 2 STRUCTURE 

Fig. 2.4 (b) shows the Butterfly II 

structure. The input data Br, Bi comes 

from the stage 1. The output data from the 

Butterfly II are Er, Ei, Fr and Fi. Fr and Fi 

are the subtracted output goes to the fee 

back register, Er, Ei fed to the stage 3.Here 

twiddle factor multiplication can done by 
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using multiplier. Multiplication of –j 

means swapping of the real part and 

imaginary part and sign inversion.  

 

The swapping is done by the multiplexers 

Swap-MUX efficiently and the sign 

inversion is handled by using the adding 

and the subtracting operations by mean of 

Swap-MUX. Two control signal C1 and 

C2 is used for the entire operation .When 

C1=0  and C2=1 swapping can be 

performed. Then the real and imaginary 

values are swapped. 

 
(a)                                          (b) 

Fig: 4. Butterfly structure (a) Butterfly I structure (b) Butterfly II structure. 

 

PARITY SOS-ECC-FAULT 

TOLERANT PIPELINED FFT 

This method is the combination of ECC 

and the Parseval check as shown in fig 5. 

In this method, it can using ECC for SOS 

instead of using SOS per FFT. The 

additional parity FFT is used for detecting 

and correcting error. Here we used 

pipelined FFT instead of using parallel 

FFT. The main advantage of the system is 

the reduction of the entire area and delay 

of the system. 

 

Here the linear combination of the input 

FFT   and output of the FFT is given to the 

parseval check, and it checks the equality 

of input sum square sum and output sum 

square. If there is error detected, it can be 

corrected using parity FFT. The error 

location can be detected using error table 

as same as that of the existing technique.
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Fig: 5. Pipelined Parity SOS-ECC 

 

RESULTS AND DISCUSSION 
In this research work, an improved fault 

tolerant implementation of parallel FFT is 

presented and performed. The typical fault 

tolerant system detects and correct the 

output of the FFT. If error is detected it 

corrected by suitable techniques. The 

result of the proposed method is compared 

with existing method by using LUT‟s.

 

Table: 2. Comparative Analysis of Parallel and Pipelined FFT 
METHODS NO. OF SLICES DELAY 

ECC 24262 5.89 

PARITY SOS 40472 6.12 

PARITY SOS ECC 42260 5.90 

PARITY SOS ECC PIPELINED 11842 4.89 

 

In pipelined parity SOS ECC method, 

reduction of area of the entire system is 

achieved by reducing the number of 

LUT‟s. This system increases the 

processing speed of the entire system.

 

SYNTHESIS RESULT 

PARALLEL FFT PROTECTION USING ECC 
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Fig: 6. Synthesis result of ECC 

 

PARITY-SOS FAULT TOLERANT FFT 

 
Fig: 7. Synthesis result of parity SOS 

 

PARITY SOS-ECC-FAULT TOLERANT PARALLEL FFT 

 
Fig: 8. Synthesis result of parity-SOS-ECC 

 

PIPELINED PARITY-SOS-ECC 

 
Fig: 9. Synthesis result of Pipelined parity SOS ECC 

 

SIMULATION RESULT 

PARALLEL FFT PROTECTION 

USING ECC 
Fig 10 shows the simulation result of a 

single input of 8 point FFT with 14 

outputs. Error correction has achieved as 

shown in the figure. 
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Fig: 10. ECC Method Simulation 

 

PARITY-SOS-FAULT TOLERANT  

FFT 

Figure 11 shows the simulation result of 

single input of parity SOS fault tolerant 

FFT. Error detection and correction has 

achieved.

 

 
Fig: 11. Parity SOS Simulation 

 

PARITY SOS-ECC-FAULT 

TOLERANT PARALLEL FFT 

The simulation result of single input of 

parity SOS ECC is shown in fig 12. Error 

detection and correction has achieved in 

this method. 

 

 
Fig: 12. Parity SOS-ECC Simulation 

 

PARITY SOS-ECC-FAULT 

TOLERANT PIPELINED FFT 

The simulation result of pipelined parity 

SOS ECC fault tolerant system is shown in 

fig 13. Error detection and correction has 

achieved in this method. 
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Fig: 13. Pipelined ECC-SOS Method Simulation 

 

CONCLUSION 

In this method, protection of pipelined 

FFT against soft error is studied and 

verified the result using Xilinx ISE design. 

The proposed pipelined FFT is used in 

analysis. The proposed technique is error 

correction and detection using pipelined 

FFT. The technique is the combination of 

ECC and SOS techniques. This technique 

which can reduces the circuit complexity 

by reducing the area and delay of the 

system. Thus reduce the entire area and 

circuit complexity of the system. In future 

it is possible to develop a system which 

checks multiple errors in the FFT. 
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