
 
 
 

 

1 Page 1-9 © MAT Journals 2016. All Rights Reserved 
 

Journal of Computer Science Engineering and Software Testing  
Volume 2 Issue 2  

 

Efficient Trajectory Error Detection: Router Group Monitoring 

with Adaptive Interface Selection Strategy 

 

M. Sakthivel
1
, M. Venkatesan

2
 

1
Department of CSE, Sengunthar Engineering College, India 

2
Department of CSE, K.S.R Institute for Engineering and Technology, India 

E-mail: manicshakthi@gmail.com 

 

Abstract 

In networking setting police investigation packet forwarding errors is very important to 

operational networks. Many completely different traffic mechanical phenomenon watching 

techniques like mechanical phenomenon Sampling, PSAMP, and fatih are often used for 

traffic mechanical phenomenon error detection. However, direct application of those 

algorithms can incur the overhead at the same time watching all network interfaces during a 

network for the packets of interest. In this paper, we have a tendency to propose a completely 

unique technique known as adaptative router cluster observance with irregular router 

interface choice strategy to boost the potency of mechanical phenomenon error detection by 

solely observance the exiting interfaces of routers. Router cluster interface choice strategy to 

be applied to pick exiting interfaces among elect router teams. Our projected Router 

interface choice formula and router cluster observance that monitors totally different set of 

packets throughout different observance amount. Our proposed design will monitor during 

each traffic (Period by period) to cover all the traffic. In order to reduce the monitoring 

overhead, exiting interfaces of traffic trajectory routers are to be monitored. In real time, the 

proper FEC scheme to be implemented to provide the best performance to the application. 

We evaluate the performance of parity-based FEC schemes using an analytical loss model. 

Finally, we show that the router group monitoring technique can significantly enhance the 

efficiency of trajectory error detection based on Trajectory Sampling or Fatih. 
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INTRODUCTION 

Routers are advanced systems in order 

that they are liable to implementation 

bugs. In public offered bug reports for 

Cisco routers and ASCII text file router  

show that an oversized range of router 

bugs, once triggered, will cause varied 

traffic mechanical phenomenon errors 

together with forwarding error dropping 

error and filter-bypass error (i.e., 

unauthorized traffic bypassing packet 

filters) [1–4]. These traffic mechanical 

phenomenon errors are serious issues as a 

result of they will cause network 

applications to fail and build security 

loopholes for network intruders to use. In 

the last few years, interactive multimedia 

services such as Voice over IP (VoIP) and 

video-conferencing have changed from 

promising new applications to reality. The 

increasing demand for audio and video 

services in the Internet has spawned a 

number of commercial applications plus 

some very popular free tools such as 

Skype TM, Google Talk TM and 

Windows Live TM Messenger. 

Nonetheless, some studies have shown 

that the current Internet infrastructure is 

not ready to provide acceptable quality to 

these applications [1, 2]. One-way delay, 

jitter and packet losses are the most 

consequential impairments to quality of 

service (QoS) in interactive streaming 

applications. While disturbance is 

typically lessened through play out 

programing mechanisms, there is variety 

of alternatives for coping with the results 

of packet losses [3–5]. Techniques for ill 

from errors in an exceedingly knowledge 

stream are based mostly in either 

automatic repeat request (ARQ) or 

forward error correction (FEC). 

Retransmission schemes supported ARQ 

introduce finish to- finish delays that are 

usually not suited to interactive 

communications. Forward error correction 

could be a lot of enticing various once 

delay constraints are demanding. Forward 

error correction can be either media-

specific or media-independent. The 

former involves replicating media units 

with a possibly lower quality codec, while 

the latter uses error correcting codes in 

order to produce additional bits in the data 

stream that can be used to recover lost 

packets. Worse, there are likely many 

more bugs yet to be discovered. 

Eliminating router implementation bugs 

during development is hard, because no 

vendor can test all network designs, 

configurations and traffic patterns that can 

exist in the real world. Note that static 

router configuration correctness checking 

tools or management plane observance 

mechanisms do not facilitate here. 
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This is often as a result of the bugs could 

exist even once routers area unit properly 

organized by the operator, and also the 

management plane (e.g., OSPF, BGP) of a 

buggy router could still seem to be 

operating properly. Therefore, it would d 

be terribly helpful for the network operator 

to possess the flexibility to observe traffic 

flight errors quickly and with efficiency 

once they area unit eventually triggered 

within the field [6–10]. 

 

EFFECTIVENESS OF EXITING 

ROUTER INTERFACE 

MONITORING IN PRACTICE 

A flight error represents a deviation from 

the supposed network path and, therefore, 

will doubtless be detected at several 

interfaces within the network. Router 

cluster watching may be thanks to exploit 

this observation. Specifically, 

notwithstanding the flight of a packet 

starts to deviate from its supposed path at 

a router within a router cluster, the error 

should be noticeable at the fringe 

interfaces of the router cluster. The 

effectiveness of the router group 

monitoring on detecting the three types of 

Trajectory errors are discussed as follows: 

 

Dropping Error 

A dropping error simply drops all packets 

in the affected flow. Because a packet that 

is simply dropped in the middle of its 

trajectory will never leave the router 

group, by consistently observing packets 

missing from the intended exiting 

periphery interface, the error is easily 

detected. Thus, this paper will not focus 

on dropping errors. 

 

Filter-Bypass Error 

A filter-bypass error causes a flow to 

bypass a packet filter that ought to drop 

it. Once a filter-bypass error happens 

within a router cluster, whether or not it 

will be detected 

by watching the fringe interfaces depends 

on the distribution of packet 

filters within the cluster. If the flow 

encounters another packet filter that is 

designed to drop it as well before it leaves 

the group, then the specific filter-bypass 

error will not be detected. On the other 

hand, if the flow leaves the group, then a 

periphery interface will see the 

unexpected flow so that the error will be 

detected. In practice, configuring the same 

packet filter on multiple routers along a 

path is not very common due to its 

inefficiency, so most filter-bypass errors 

will be easily detected. Thus, this paper 

will not focus on filter-bypass errors. 
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Forwarding Error  

A forwarding error misforwards a flow to 

a wrong next hop. A forwarding error can 

lead to two possible outcomes: 

Packet Loss Model used in this Analysis 

   p                           l-p       

 

               1-q                        q 

 

Forwarding Loop Error 

If a forwarding loop keeps a packet within 

the router cluster, the packet can never 

leave the router cluster and may be 

detected rather like a dropping error. If the 

forwarding loop takes the packet outside 

of the router cluster, if the exiting bound 

interface is wrong, the error is detected. 

On the opposite hand, if the exiting bound 

interface happens to be correct, the error is 

not detected by this router cluster. 

 

Detour Error 

If the detour takes the packet outside of 

the router cluster via Associate in 

Nourishing incorrect exiting edge interfac

e, the error is detected. On the 

opposite hand, if the exiting edge interface 

happens to be correct, the error is 

not detected by this router cluster. 

Therefore, a router cluster does not guaran

tee the detection of all forwarding errors 

that begin within the cluster. Different 

router groups can also have different error 

detection rates. Ultimately, multiple router 

groups must be chosen carefully to 

guarantee the detection of all trajectory 

errors and achieve low monitoring 

overhead. In this paper, we will focus on 

detecting forwarding errors because they 

are more subtle and more difficult to 

detect. Applying router group monitoring 

approach to detect other trajectory errors 

(e.g., filter-bypass error) is studied in 

detail in. Our evaluation shows that the 

router group monitoring approach is also 

effective in detecting other types of 

trajectory errors. 

  

PROPOSED METHODLOGY 

In the proposed method, we have to use 

To describe the two components of our 

Adaptive FEC control mechanism first, 

the hierarchical packet loss model is 

described that enables us to predict the 

parameters of a Gilbert model in the short-

term future in the second, the adaptive 

FEC selection mechanism is proposed. 

 

The Prophetic Packet Loss Model 

The victimization of a hidden Andrei 

Markov model (HMM) that contains a 

separate Gilbert model in every of its 

hidden states. The add projected the 

utilization of HMMs to model packet loss 

events in communication networks. 

Every hidden state in an 
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exceedingly HMM represents a 

particular network condition, congestion 

level. In each state is characterized by a 

single parameter: the loss fraction at that 

state. In our approach, each hidden state 

defines a Gilbert model, allowing for 

different loss rates and mean loss burst 

sizes. In our model, transitions between 

hidden states may occur only at embedded 

points every S packet outcomes. We 

assume that, while the local packet 

statistics may be well-represented by a 

Gilbert model, the parameters of this 

model may change over time, at a slower 

time scale, governed by a hidden Markov 

chain. We refer to our model as the 

hierarchical Gilbert hidden. 

 

Random Model 

The router at that a slip-up happens is 

termed a misbehaving router. The 

misbehaving router’s inaccurate dropping 

traffic, action misforwarding such traffic 

and as permitting traffic to bypass filters is 

termed a flight error. A lot off normally, a 

misbehaving router is claimed to own one 

forwarding error with relevancy a flow 1 

denoted as F1 if it forwards all 

packets happiness to F1 to a wrong next 

hop interface. We tend to perform a series 

of empirical experiments to know the 

impact of router cluster observation on 

forwarding error detection. 

CONTRIBUTING FACTORS OF  

TRAJECTORY ERROR DETECTION 

RATE 

Three major contributing factors affecting 

the forwarding error      detection rate have 

been identified as follows: 

 

Router Group Size 

The size of a router group is an important 

factor affecting its detection Rate. 

Specifically, the average detection rate 

decreases with the increase of router group 

sizes. Given a router group, its size is easy 

to calculate. It is also not surprising that 

the size of a router group is important to its 

error detection rate. In a singleton router 

group with only one router, any error will 

be detected immediately. On the opposite 

hand, given a bigger router cluster, a mis-

forwarded packet is a lot of probably to be 

self corrected, i.e., it would  fall back to its 

original routing path and leaves the router 

cluster from the initial correct interface of, 

however, the quantity of exiting interfaces 

impacts the error detection rate. So, the 

mechanical phenomenon error wonot be 

detected by this specific router cluster. 

Range of exiting interfaces: Given a 

destination dst outside of the router cluster, 

a fringe interface IF1 is named associate 

degree existing interface for dst. If the 

internal router uses IF1 as its direct next 

hop interface to route to dst. The router is 
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called an existing router accordingly. 

Given a particular destination, we can 

count how many periphery interfaces are 

exiting interfaces by scanning routing 

tables of routers having at least one 

periphery interface. The average number 

of exiting interfaces can be determined 

across all possible destinations. Intuitively, 

this factor   characterizes   how paths from 

diverse inside the t router groups to a 

particular destination outside are. Please 

note that this metric is not the same as the 

number of periphery interfaces. One router 

group can have many periphery interfaces, 

but all the routers inside the group may 

only use a small number of periphery 

interfaces to route to any particular 

destination. To illustrate why the number 

of exiting interfaces is important to a 

router group’s error a detection router 

group with only rate one exiting 

interfaceshowsIf1with respect to the 

destination RF. Since If1 is the only 

exiting interface to RF, when a forwarding 

error occurs (say RB), it will be self-

corrected by the router group (i.e., mis-

forwarded packets end up leaving from the 

only exiting interface) unless a routing 

loop is formed. On the other hand shows a 

router group with two exiting interfaces 

(If1 and If2) for destination RF, then a mis-

forwarded packet is more likely to leave 

from the wrong exiting interface (If2 in this 

example), allowing the error to be 

detected. Connectivity of a router group: 

Given a router group, its connectivity is 

related to many topological characteristics 

of this group, such as the average node 

degree, the average outgoing degree (i.e., 

for each node, how many of its edges are 

connecting itself to nodes outside of the 

group), the average internal degree (i.e., 

for each node, how many of its edges are 

connecting itself to other nodes inside the 

group). All these metrics are very easy to 

calculate. Intuitively, the connectivity can 

impact how likely a mis-forwarded packet 

will be self corrected inside the group and 

how likely a forwarding loop will be 

formed. To illustrate why connectivity can 

impact the forwarding error detection rate. 

 

Fig. 1: Illustration of Router Group 

Monitoring Technique. 

 

Adaptive FEC Control 

The goal of our mechanism is to keep the 

perceived loss rate below some pre-

determined threshold, µ. To achieve A in 

order to predict the Gilbert model that 
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characterizes the packet loss process in the 

near future. Then, we use this prediction, 

together with the analytical development 

to choose an efficient FEC scheme that 

will satisfy our loss rate constraint. We 

will model the packet loss process with a 

hierarchical Gilbert HMM with the 

parameter S chosen so that it corresponds 

to 1 second of packet transmissions. The 

hidden Markov chain presented in our 

results has only 3 states. Our mechanism 

is composed of two kinds of events: 

(a) The model parameters are 

periodically re-estimated in order to 

reflect the long-term changes in the 

network conditions.  

(b) At the lower time scale, the current 

model parameters are used  

together with recent measurements to 

predict a Gilbert model that best 

characterizes packet losses in the short-

term future.  

 

Fig. 2: Monitory Detection. 

 

Parameter Estimation 

Model parameters are estimated once 

every minute, the number of iterations. 

The sample used for this training 

includes the last 3 minutes of packet loss 

measurements. Once the parameters are 

determined, we assign a specific FEC 

policy to each of the states in the HMM. 

Namely, if the Gilbert model in state i 

provides a oss rate which is already 

smaller than our threshold µ, then the 

policy for state i is not using any 

redundancy. Otherwise, we attempt to 

find a k:w setting, within a library of 

available schemes, for which the loss rate 

after reconstruction is below µ. If more 

than one scheme satisfies this condition, 

then we choose the one with the smallest 

overhead and reconstruction delay. On 

the other hand, if there are no FEC 

schemes that can satisfy the loss 

constraint, we choose the one which 

provides the closest loss rate to µ. In the 

experiments we report on section IV, our 

loss rate constraint µ was chosen to be 

3%. In addition, the schemes that we 

consider for determining the policy of a 

particular state are restricted to all k: w 

settings such that the reconstruction delay 

is at most 6 packet intervals. 

 

Network State Prediction: 

In base paper, Route selection Algorithm 

(RSA) were used to select the subset of 

network interfaces to be monitored and a 
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heuristic algorithm model was designed to 

select the router group for the real network 

communications. The monitoring is done 

under “Trajectory sampling” to improve 

detection speed and “Fatih” to reduce 

communication overhead. And one of the 

factors affecting Forward error detection is 

Router group size. While if the Router 

group size increases, the detection rate 

decreases. 

 

In case of, Wide area real networks, the 

router group size is much larger. So the 

above technique is not efficient. To make 

this problem solve, we are going to 

incorporate new technique. 

 

For example: If No. of router group size 

=1000 or more is given, Bayesian filter 

gives the result of 5 router groups with less 

Signal traffic and more bandwidth. And 

the heuristic search BAT algorithm selects 

these subset of networks to be monitored 

and outcomes the efficient router. The 

same traffic monitoring algorithms used in 

the conventional method is used here to 

detect the communication overhead and 

computational time to compare the 

efficiency of the algorithm. Here, the 

computational time   is fractional seconds 

and overhead is less. Once every 5 

seconds, we evaluate the distribution of the 

hidden state in the HMM given the 

outcomes of packet loss measurements in 

the latest 5 seconds. This can be easily 

obtained through the forward recursion.  

 

Using this information, we evaluate the 

distribution of the hidden state in each of 

the 5 seconds until the next prediction. 

Namely, if Ã is the distribution in the last 

second before prediction, then is the 

distribution of the state in each of the next 

5 seconds. After these distributions are 

obtained, we apply a heuristic rule to 

determine which among the 3 states in the 

model is more characteristic of the future 

network conditions in each second. For a 

given second t, in the prediction window. 

 

CONCLUSION 

To detect a traffic trajectory error in a 

network, it is unnecessary to monitor all 

network interfaces. However, how to 

exploit this observation was not entirely 

obvious. This paper has explored one class 

of strategy called router group monitoring. 

To understand the potential of this 

strategy, we have studied numerous real 

network topologies and found that router 

group monitoring is surprisingly effective. 

To make this idea practical, we have 

derived an analytical model to predict the 

effectiveness of a router group as well as 

designed an efficient algorithm for 

selecting sets of router groups with 
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complete error coverage and fast error 

detection under monitoring resource 

constraints. Using real traces we collected 

over the Internet, we compared the 

performance of our approach to that of a 

media specific FEC control mechanism 

previously proposed in the literature. Our 

method not only recovers more packets but 

it does so more efficiently than the 

reference method, when we restrict the 

FEC schemes available to our decision 

mechanism to those used in It is important 

to notice that all the computations required 

for the entire control mechanism are 

sufficiently fast to be executed in a real-

time application. The plans are to 

incorporate this mechanism into an 

existing interactive streaming application. 
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